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Abstract. Artificial Neural Networks are in focus. The four-dimensional and the five-dimensional systems are 

considered. The activation function – hyperbolic tangent is used to model the Artificial Neural Networks. By 

changing one of the parameters in the system, different types of solutions are obtained: periodic solutions and 

chaotic solutions. The graphs of all solutions, the dynamics of Lyapunov exponents and 2D and 3D projections of 

attractors are provided using Wolfram Mathematica. 
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Introduction 

In 1943 two American scientists neurophysiologist and cyberneticianMcCulloch and logician and 

cognitive psychologistPitts composed the first mathematical model inspired by biological neurons, 

resulting in the first conception of the artificial neuron, consult the references in [1; 2]. 

An artificial neural network (ANN) is a computational architecture for processing complex data 

using multiple interconnected processors and computational paths. Artificial neural networks, created 

by analogy with the human brain, can train and analyze large and complex data sets that are extremely 

difficult to process using more linear algorithms [3]. The most active developers of artificial neural 

networks are Google (Google DeepMind), Microsoft Research, IBM, Facebook (Facebook AI 

Research), Baidu. 

Artificial neural networks are used in various fields: 1) economy and business: forecasting exchange 

rates, prices for raw materials, assessing the risks of non-repayment of loans, predicting bankruptcies 

[4]; 2) medicine and healthcare: diagnostics of diseases (artificial neural networks are used for 

classifying and predicting cancer based on the genetic profile of a given individual), processing of 

medical images, analysis of the effectiveness of the treatment [1]; 3) robotics: recognition of objects and 

obstacles in front of the robot, laying the route of movement, control of manipulators, maintaining 

balance; 4) input and processing of information: recognition of handwritten texts, scanned postal, 

payment, financial and accounting documents; recognition of speech commands, speech input of text 

into a computer; 5) agriculture: diagnosing diseases of crops and other plants [4].ANN, implemented in 

agricultural machinery, will take over the functions that are now performed by a large number of 

workers. Harvesters controlled from a distance will scan the surrounding area, and the neural network, 

having studied the received images, will make a decision about watering, weeding, loosening, fertilizing. 

Neural networks work with large amounts of data faster and more efficiently than a person. In 

agriculture, hundreds of hectares are measured, personnel by thousands of employees, and livestock by 

millions of individuals. This is “big data”. ANN are a tool for solving the most complex problems. It 

will teach how to save resources, help improve the quality and safety of products, and simplify many 

processes at all stages of production. The artificial neurons used in artificial neural networks are 

nonlinear, usually providing continuous outputs, and performing simple functions [1]. An Artificial 

Neural Network is a mathematical model that tries to simulate the structure and functionalities of 

biological neural networks. A basic building block of every artificial neural network is an artificial 

neuron, that is, a simple mathematical model (function) [5]. 

Activation functions are used to model ANN. The four main functions are the logistic function, 

hyperbolic tangent, Gaussian function and linear function [1]. We consider models, based on the 

ordinary differential equations. These equations allow for stable equilibria, stable periodic solutions and 

chaotic attractors. For low dimensional systems the qualitative and numerical analysis is standard. More 

problems arise when considering high dimensional systems corresponding to more realistic networks, 

containing many elements. Our aim is to indicate a passage to investigation of higher order models of 

ANN. Due to limited space available we restrict ourselves with four and five dimensional systems. We 

provide examples of systems, which possess periodic solutions and solutions with irregular behavior. 

DOI: 10.22616/ERDev.2023.22.TF007 



ENGINEERING FOR RURAL DEVELOPMENT Jelgava, 24.-26.05.2023. 

 

46 

Materials and methods 

Our consideration is mostly geometrical. Since four and five dimensional objects are difficult to 

visualise, we provide two dimensional and three dimensional projections onto appropriate subspaces. 

Our main intent is to use the 2D and 3D projections of the attractor on different subspaces, to construct 

the graphs of solutions of the systems and to show the Lyapunov dynamics of the considered systems. 

In the article for Lyapunov exponents Wolfram Mathematica program “Lynch-DSAM.nb” was used [6]. 

4D systems 

Consider the system  
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The initial conditions are 

 ( ) ( ) ( ) ( ) 10;2.10;4.00;2.10 4321 −==== xxxx  

The graph of the system (1) is presented in Fig. 1. 

 

Fig. 1. Graph, corresponding to the system (1) 

We know two types of attractors in systems (1), namely, stable periodic solutions and chaotic 

solutions [7]. Consider b = 0.1. 

  
Fig. 2. Projection of the attractor on 

2D subspace (x1(t), x2(t)) 

Fig. 3. Projection of the attractor on 

3D subspace (x1(t), x2(t), x3(t)) 

  
Fig. 4. Solutions (x1(t), x2(t), x3(t), x4(t)) of the 

system (1) 
Fig. 5. LE1 = 0; LE2 = -0.131;  

LE3 = -0.136; LE4 = -0.133 
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The Lyapunov exponent (LE) is one of the approaches to detect chaos [8]. We have (0; −;−;−), 
then the system (1) has periodic solutions [9]. Now consider b = 0.045 

 
 

 
 

Fig. 6. Projection of the attractor on  

2D subspace (x1(t), x2(t)) 

Fig. 7. Projection of the attractor on 

3D subspace (x1(t), x2(t), x3(t)) 

 
 

Fig. 8. Solutions (x1(t), x2(t), x3(t), x4(t)) 

of the system (1) 
Fig. 9. LE1 = 0.03; LE2 = 0;  

LE3 = -0.08; LE4 = -0.13 

We have ( + ;0;-;-), then the system (1) has chaotic solutions [8]. 

5D systems 

Consider the system  
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The initial conditions are 

 ( ) ( ) ( ) ( ) ( ) 10;10;2.10;4.00;2.10 54321 −=−==== xxxxx  

The graph of the system (2) is presented in Fig. 10. 

 

Fig. 10. Graph, corresponding to the system (2) 
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Consider b = 0.1. 

 

 
Fig. 11. Projection of the attractor on 2D 

subspace (x1(t), x2(t)) 

Fig. 12. Projection of the attractor on3D 

subspace (x1(t), x4(t), x5(t)) 

 
 

Fig. 13. Solutions (x1(t), x2(t), x3(t), x4(t), x5(t)) 

of the system (1) 

Fig. 14. LE1 = 0; LE2 = -0.13; LE3 = -0.14; 

LE4 = -0.13; LE5 = -0.97 

We have (0;-;-;-;-), then the system (2) has periodic solutions. Consider b = 0.045. 

  
Fig. 15. Projection of the attractor on2D 

subspace (x1(t), x5(t)) 

Fig. 16. Projection of the attractor on 3D 

subspace (x1(t), x4(t), x5(t)) 

  
Fig. 17. Solutions (x1(t), x2(t), x3(t), x4(t), x5(t)) 

of the system (1) 

Fig. 18. LE1 = 0.03; LE2 = 0; LE3 = -0.08; 

LE4 = -0.13; LE5 = -0.70 
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We have ( + ;0;-;-;-), then the system (2) has chaotic solutions. 

Results and discussion 

Artificial Neural Networks are mathematical models of networks inspired by biological networks. 

They are widely used in applications now. The dynamics of ANN can be modeled using dynamical 

systems represented by continuous ordinary differential equations |(ODE). For brevity, we will call these 

systems ANN-type systems. Dynamical systems used in models of ANN have a specific form and 

structure, like in (1) and (2), and they consist of two parts, the linear one, and the nonlinear part, which 

represent the output of an element of ANN after summarizing and processing the inputs from other 

elements of ANN. This output can be imagined as the response of an element to multiple inputs. 

Generally, this response is modeled by a sigmoidal function, which are many (Hill’s function, logistic 

function, etc.) In many models the hyperbolic tangent is used. This function is defined on the infinite 

interval and takes values in the open interval (-1,1). The phase space of ANN systems contains basins 

of attraction of some special subsets, called attractors. So, in a long run, any trajectory of an ANN-type 

system goes to one of the attractors. Therefore, the future states of ANN can be predicted if the whole 

structure of the phase space is known and attractors are detected and located. This is not the case, 

however, for ANN systems of dimensionality higher than two. So, any knowledge about systems of the 

form (1) and/or (2) is valuable for the investigation of ANN of the corresponding dimension. In the 

above sections, an analysis of the behaviour of trajectories to 4D and 5D systems is made. The values 

of parameters were found (generally there is not a regular procedure for finding them) for both systems, 

which leads to a sensitive dependence of solutions on the initial data. Graphs of such solutions have 

irregular forms.  

Conclusions 

Systems of ordinary differential equations were studied, which are interpreted as artificial neuronal 

networks. These systems are dependent on multiple parameters. The dynamics of such systems heavily 

depends upon parameters, and generally any dynamical system can be approximated by systems of the 

form (1) and (2) at the cost of increasing dimensionality. In this paper four and five-dimensional systems 

were considered. They have at least one equilibrium, which can be attractive or not. In the second case, 

a new attractor appears. The behaviour of solutions becomes more and more complicated. Detection of 

the parameters, ensuring complicated behaviour of trajectories and their sensitive dependence on the 

initial data, is a challenging problem. In various engineering applications of ANN management and 

control over a network even in a mathematical model is important. For these purposes, the knowledge 

of the structure of the phase space and the ability to control connections between elements of a network 

are the necessary components.  
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